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Which have you used?



https://www.hcamag.com/asia/specialisation/hr-technology/japan-lags-behind-china-us-in-use-of-gen-ai/496241

How wildly GenAI is adopted
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Generative AI will be every where on our planet🌍

https://www.bloomberg.com/company/press/generative-ai-to-become-a-1-3-trillion-market-by-2032-research-finds/



Generative AI will be every where on our planet 🌍 



How inclusive LLMs are?

LLMs (ChatGPT, Claude, LLaMA, Mistral, etc.) are widely used 
globally, how multilingual they are?

❏ Most (famous) models generally 
exhibit strong performance in 
English

❏ High-resource languages (e.g., 
Chinese) also receive relatively 
good support

❏ What about other languages?
Stats source: https://www.demandsage.com/chatgpt-statistics/



State of LLMs for Southeast Asia

❏ Linguistic studies have revealed that there are 
more than 6,500 human languages in the world. 

❏ Southeast Asia is a linguistically diverse region 
of the world, e.g. 300 dialects in ID.

❏ Global models lack SEA-lang support. 

❏ Latin vs non-Latin performance contrast

❏ Some SEA languages lack data severely

❏ Lack multilingual instruction data

Not all languages are created equal!

https://commons.wikimedia.org/wiki/Fil
e:Flag_map_of_South_East_Asia.png



State of LLMs for Southeast Asia

❏ latin-script v.s. non-latin script

Not all languages are created equal - big performance gap between:

❏ high-resource v.s. low-resource

M3Exam: A Multilingual, Multimodal, Multilevel Benchmark for Examining Large Language Models. NIPS Dataset and Benchmarks 2023.



SeaLLMs for Southeast Asian Languages

❏ Built to serve Southeast Asia with support for 
English, Chinese, Indonesian, Vietnamese, 
Malay, Thai, Lao, Khmer, Burmese & Tagalog.

❏ Aim to achieve greater reception from 
research communities and industries in 
Southeast Asian countries.

❏ Adapted to local culture and regulations

Goal of SeaLLMs



SeaLLMs for Southeast Asian Languages

❏ Current status 
(https://huggingface.co/collections/SeaLLMs/)

 Nov 2023, SeaLLMs-7b - released

    Feb 2024, SeaLLMs-7b-v2 - released

    Apr 2024, SeaLLMs-7b-v2.5 - released

    Jul 2024, SeaLLMs-7b-v3 - released

❏ Won "Best Innovate for Impact Award" by ITU of United 
Nations

❏ Explore more at: https://damo-nlp-sg.github.io/SeaLLMs/ 

DEMO



SeaLLMs – How It’s Built

Open Base 

Model

Language-
Specific Neuron

Pre-training

Pre-train & SFT 

hybrid

Supervised

Finetuning

Self-Preferencing 

Optimization

❏ Starts with English-centered open-source base model 

❏ Language-specific neuron pretraining

❏ Pretrain & SFT hybrid

❏ Supervised finetuning (SFT)

❏ Self-preferencing optimization

Technical Report



SeaLLMs – How It Performs

World Knowledge & Math



SeaLLMs – How It Performs

Multi-turn & Translation



SeaLLMs – How It Performs

Hallucination & Safety



Give it a try!

Technical Report

DEMO

Downloads at HuggingFace: 120K+ (Jul, 2024)



THANK YOU
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